Attachment Al

Data File User’s Manual

Several Excel files were created for the quantitative risk analyses of surface water, surface
sediment, wildlife, fish, crab, bivalves, and polychaetes for the Baseline Ecological Risk
Assessment (BERA). These files are provided in Attachments A2, A3, A4, A12, and A13 of
the BERA. Files provided in each attachment associated with the risk analyses include a data
file for the Study Area, a data file for the four Phase 2 reference areas, and ProUCL input and
output files using the reporting limit (RL) and/or method detection limit (MDL) where
applicable. Recommendations and instructions for each of the files are provided in the

following.

1 STUDY AREA AND REFERENCE AREA DATA FILES
1.1 Description

The Study Area and reference area data files are provided in a flat file format. The Study
Area data file consists of the complete BERA dataset for the media and exposure scenario of
interest. These data files contain analytical chemistry results (including reconstituted
concentrations for striped bass and blue crab tissue), the variations for summing chemical
concentrations as described in Section 4.3.4 of the BERA, and several fields that were created
to facilitate data analyses. These files do not include field duplicates or rejected data. Fields

added to facilitate data analyses include but are not limited to the following:

e UCL_KEY1 is a unique identification (ID) created to group data by chemical for
calculation of 95% upper confidence limits (95% UCLs).

o USABILITY_HIERARCHY is a usability flag created to implement the analytical
method selection hierarchy (see Section 4.3.2 of the BERA) for chemicals analyzed by
more than one method per sample. This field is populated with either a “0” or a “1.”
Records flagged with 1 are included in the dataset, meaning the analytical results are
from the superior analytical method; records flagged with 0 are not included in this
file because the analytical results are obtained from an inferior analytical method.

o RISK_SCREEN_USABILITY is a usability flag created to select the records used for
the Phase 2 Screening Level Ecological Risk Assessment (SLERA) in Section 5 of the
BERA. This field is populated with either a 0 or a 1. Records flagged with a 1 are
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included in the Phase 2 SLERA dataset, and the concentration results found in the
RESULT_VALUE field are used in the Phase 2 SLERA! (although note that both sets
of results [0 and 1] are included in this file). As described in Section 4.3.4.2 of the
BERA, for summed parameters, the Kaplan-Meier (KM) method totals calculated with
non-detects reported at the RL are preferentially selected. Where KM RL totals are
not available, totals calculated with non-detects reported at half the RL (U = 1/2) are
selected.

o BASELINE_RA_USABILITY is a usability flag created to select the records used for
the baseline risk analyses in Sections 6 through 11 of the BERA. This field is
populated with either a 0 or a 1. Records flagged with a 1 are included in the dataset,
and concentration results found in the RESULT VALUE MDL field are used for the
baseline risk analyses in Sections 6 through 11 of the BERA (although note that both
sets of results [0 and 1] are included in this file). As described in Section 4.3.4.2 of the
BERA, for summed parameters, KM totals calculated with non-detects reported at the
MDL are preferentially selected. Where KM MDL totals are not available, totals
calculated with non-detects reported at zero (U = 0) are selected.

e RESULT_VALUE_MDL is a copy of the RESULT_VALUE field with non-detects
replaced with the MDL, rather than the RL (see footnote 1).

1.2 Recommendations for Using the Study Area and Reference Area Data Files

e For analyses associated with the baseline risk analyses, only include records flagged
with a 1 in the BASELINE_RA USABILITY field and use the concentration results
found in the RESULT_VALUE_MDL field. For analyses associated with the Phase 2
SLERA, only include records flagged with a 1 in the RISK_SCREEN_USABILITY
field and use the concentration results found in the RESULT VALUE field. The
BASELINE_RA_USABILITY and RISK_SCREEN_USABILITY fields are not mutually

! In the RESULT_VALUE field, if DETECT_FLAG = "N," the value is the REPORTING_DETECTION_LIMIT,
except for high-resolution methods (dioxin/furans, polychlorinated biphenyl congeners, radiochemistry, and
pesticides by ASTM [ASTM International] E1699) for which RESULT_VALUE is set to the estimated
METHOD_ DETECTION_LIMIT. If the resultis determined to be blank-contaminated
(VALIDATOR_REASON_CODE contains "Cb", "Mb", or "7"), then DETECT_FLAG = "N" and RESULT_VALUE
equals the maximum of the laboratory-reported result or the reporting limit.
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exclusive. That is, filtering for the value 1 in the BASELINE_RA_USABILITY field is
not equivalent to filtering for the value 0 in the RISK_SCREEN_USABILITY field.

To calculate statistics for a summed parameter, we recommend grouping the data
using the UCL_KEY1 field. The chemical name or Chemical Abstracts Service
Registry Number (CAS RN) can be used to group data for individual chemicals but
should not be used to group data for summed chemicals. For summed chemicals with
a low frequency of detection, the method for the summing calculation can vary
between samples. For example, for total chlordane for the baseline risk analyses,
some total chlordane concentrations are calculated using the KM method, reported as
“total chlordane (KM) (MDL),” and some are calculated as the sum of individual
chlordane isomers with non-detect results set to 0, reported as “total chlordane
(U=0) (MDL).” To group the results for these totals, the chemical name and CAS RN
are reported in the CHEMICAL_NAME_4PROUCL and CAS_RN_4PROUCL fields,
respectively, and are consistently reported with KM MDL. For example, “total
chlordane (KM) (MDL)” and “tChlordane_ KM_MDL” are values in the fields
CHEMICAL NAME_4PROUCL and CAS_RN_4PROUCIL, respectively. Because the
CHEMICAL NAME and CAS RN fields distinguish between the methods, they
cannot be used to group the summed concentration results.

For analyses associated with the Phase 2 SLERA, use the result values in the
RESULT_VALUE field to obtain concentration results. Non-detects are reported at
the RL or MDL in this field. Non-detect results with blank contamination are
reported at the laboratory reported value.

For analyses associated with the baseline risk analyses, use the result values in the
RESULT _VALUE_MDL field to obtain concentration results. Non-detects are
reported at the MDL in this field.

ProUCL Input File

Description

The ProUCL input file is provided in a flat file format and consists of the risk calculations for

the media and exposure scenario of interest, as follows:
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e Chemicals with less than four detected results in the Study Area are not included.

e The input files appended with “RL” only include results flagged with a 1 in the
RISK_SCREEN_USABILITY field.

e The input files appended with “MDL” only include results flagged with a 1 in the
BASELINE_RA_USABILITY field.

The fields created to facilitate data analyses in the Study Area data file (see Section 1.1) are
also provided in this file. The following fields are used when calculating 95% UCLs with

ProUCL for the risk screening assessment:

e UCL_KEY1 contains a unique ID created to group data by chemical for calculation of
95% UCLs.

e RESULT_VALUE contains the concentration results with non-detects reported at the
RL or MDL (see footnote 1).

e D_RESULT_VALUE supplies the detection flag information in a binary fashion for
each result for use with ProUCL. Detected results are flagged as 1 and non-detect
results are flagged as 0. This field is intended to be used when calculating 95% UCLs
from the RESULT VALUE field in ProUCL.

The following fields are used when calculating 95% UCLs with ProUCL for the baseline risk

analyses:

e UCL_KEY1 contains a unique ID created to group data by chemical for calculation of
95% UCLs.

e RESULT_VALUE_MDL is a copy of the RESULT_VALUE field with non-detects
replaced with the MDL, rather than the RL.

e D_RESULT_VALUE_MDL supplies the detection flag information in a binary fashion
for each result for use with ProUCL. Detected results are flagged as 1 and non-detect
results are flagged as 0. This field is intended to be used when calculating 95% UCLs
from the RESULT_VALUE_MDL field in ProUCL.
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1.3.2 Recommendations for Using the Input File to Calculate 95% UCLs

e Group the data by chemical using the UCL_KEY1 field.

e For the Phase 2 SLERA, use the file appended with “RL” and the results in the
RESULT_VALUE field.

e For the baseline risk analyses, use the file appended with “MDL” and the results in the
RESULT_VALUE_MDL field.

1.4 ProUCL Output File
1.4.1 Description

The ProUCL output file contains two tabs. The first tab, labeled “Output,” contains a copy of
the ProUCL output as it is provided by ProUCL. The second tab, labeled “Summary_Table,”
provides the ProUCL output in a flat file format and contains each of the ProUCL output
parameters in separate columns. The recommended statistics are reported in the right-most
fields. In some cases, more than one statistic is suggested for use by ProUCL. All
recommended 95% UCLs are summarized in the summary table (i.e., none are excluded,
even if multiple statistics are recommended by ProUCL). The selection of exposure point

concentrations for use in the BERA is described in Section 4.3.5 of the BERA.

1.4.2 Recommendations for Using the Output File

o The flat file format can be sorted and filtered to easily identify entries of interest.

e 959% UCLs are calculated for all chemicals with more than four detected results.
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UCL Statistics for Data Sets with Non-Detects

User Selected Options

Date/Time of Computation 5/1/2017 11:32

From File

Full Precision OFF

Confidence Coefficient 95%
Number of Bootstrap Operations 2000

NCP1P2_SurfaceWater wkM20161222_STUDY_AREA_161227_BASE.xls

RESULT_VALUE_MDL (conventional parameters (mg/l)***alkalinity, total as calcium carbonate (caco3)***talk***mg/|***t)

General Statistics
Total Number of Observations

Minimum

Maximum

SD

Coefficient of Variation

Normal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Normal at 5% Significance Level

Assuming Normal Distribution
95% Normal UCL
95% Student's-t UCL

Gamma GOF Test

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Adjusted Level of Significance

Assuming Gamma Distribution
95% Approximate Gamma UCL (use when n>=50))

Lognormal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Lognormal at 5% Significance Level

Lognormal Statistics
Minimum of Logged Data
Maximum of Logged Data

Assuming Lognormal Distribution
95% H-UCL
95% Chebyshev (MVUE) UCL
99% Chebyshev (MVUE) UCL

Nonparametric Distribution Free UCL Statistics
Data do not follow a Discernible Distribution (0.05)

Nonparametric Distribution Free UCLs
95% CLT UCL
95% Standard Bootstrap UCL
95% Hall's Bootstrap UCL
95% BCA Bootstrap UCL
90% Chebyshev(Mean, Sd) UCL
97.5% Chebyshev(Mean, Sd) UCL

Suggested UCL to Use
95% Student's-t UCL

362

72
400
23.81
0.225

0.422
0
0.325
0.0466

108

2.76E+28
0.752
0.281
0.0477

36.79
2.88
26635
106

0.0493

107.5

0.636

0.255
0.0466

4.277
5.991

107
109.2
113.7

108
108
109.9
108.6
109.7
113.8

108

Number of Distinct Observations
Number of Missing Observations
Mean

Median

Std. Error of Mean

Skewness

Shapiro Wilk GOF Test

Data Not Normal at 5% Significance Level
Lilliefors GOF Test

Data Not Normal at 5% Significance Level

95% UCLs (Adjusted for Skewness)
95% Adjusted-CLT UCL (Chen-1995)
95% Modified-t UCL (Johnson-1978)

Anderson-Darling Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level
Kolmogrov-Smirnoff Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level

k star (bias corrected MLE)

Theta star (bias corrected MLE)

nu star (bias corrected)

MLE Sd (bias corrected)
Approximate Chi Square Value (0.05)
Adjusted Chi Square Value

95% Adjusted Gamma UCL (use when n<50)

Shapiro Wilk Lognormal GOF Test

Data Not Lognormal at 5% Significance Level
Lilliefors Lognormal GOF Test

Data Not Lognormal at 5% Significance Level

Mean of logged Data
SD of logged Data

90% Chebyshev (MVUE) UCL
97.5% Chebyshev (MVUE) UCL

95% Jackknife UCL
95% Bootstrap-t UCL
95% Percentile Bootstrap UCL

95% Chebyshev(Mean, Sd) UCL
99% Chebyshev(Mean, Sd) UCL

or 95% Modified-t UCL

58

106
100
1.252
8.005

108.6
108.1

36.49
2.904
26416
17.54
26039
26037

107.5

4.649
0.145

108.1
110.7

108
109
108.1

111.4
118.4

108.1



Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
These recommendations are based upon the results of the simulation studies summarized in Singh, Singh, and laci (2002)
and Singh and Singh (2003). However, simulations results will not cover all Real World data sets.

For additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***ammonia as nitrogen***7664-41-7n***mg/|***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
341 Number of Non-Detects
264 Number of Distinct Non-Detects
0.033 Minimum Non-Detect
4.22 Maximum Non-Detect
0.142 Percent Non-Detects
0.513 SD Detects
0.469 CV Detects
5.218 Kurtosis Detects
-0.84 SD of Logged Detects

0.613 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level

0.203 Lilliefors GOF Test

0.048 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

0.484 Standard Error of Mean
0.383 95% KM (BCA) UCL
0.517 95% KM (Percentile Bootstrap) UCL
0.517 95% KM Bootstrap t UCL
0.544 95% KM Chebyshev UCL
0.61 99% KM Chebyshev UCL

10.47 Anderson-Darling GOF Test

265
21

0.017
0.017
5.80%
0.376
0.734

39.5
0.619

0.0201
0.519
0.519
0.523
0.572
0.684

0.76 Detected Data Not Gamma Distributed at 5% Significance Level

0.116 Kolmogrov-Smirnoff GOF

0.0496 Detected Data Not Gamma Distributed at 5% Significance Level

3.064 k star (bias corrected MLE)
0.167 Theta star (bias corrected MLE)
2090 nu star (bias corrected)

0.513 MLE Sd (bias corrected)

1.598 nu hat (KM)
1079 Adjusted Chi Square Value (N/A, B)
0.519 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Approximate Chi Square Value (N/A, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

95% t UCL (assumes normality of ROS data)

95% BCA Bootstrap UCL

0.01 Mean

4.22 Median
0.382 CV
1.965 k star (bias corrected MLE)
0.247 Theta star (bias corrected MLE)

1423 nu star (bias corrected)
0.485 MLE Sd (bias corrected)
Adjusted Level of Significance (B)

1326 Adjusted Chi Square Value (N/A, B)
0.517 95% Gamma Adjusted UCL (use when n<50)

0.145 Lilliefors GOF Test
0.048 Detected Data Not Lognormal at 5% Significance Level

0.49 Mean in Log Scale

0.377 SDin Log Scale

0.523 95% Percentile Bootstrap UCL
0.53 95% Bootstrap t UCL

3.039
0.169

2073
0.294

1157
1079
0.519

0.485
0.461
0.788
1.951
0.249
1412
0.347
0.0493
1326
0.517

-0.916
0.676
0.525
0.528



95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

0.538

DL/2 Log-Transformed
0.483 Mean in Log Scale
0.384 SD in Log Scale
0.517 95% H-Stat UCL

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use
95% KM (BCA) UCL

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.

0.519

Recommendations are based upon data size, data distribution, and skewness.
These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).

However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***ammonia unionized***7664-41-7ui***mg/I***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

335 Number of Distinct Observations
314 Number of Non-Detects
245 Number of Distinct Non-Detects
3.70E-02 Minimum Non-Detect
4.22 Maximum Non-Detect
1.16E-01 Percent Non-Detects
0.509 SD Detects
0.477 CV Detects
5.806 Kurtosis Detects
-0.822 SD of Logged Detects

0.633 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.185 Lilliefors GOF Test
0.05 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

0.478 Standard Error of Mean
0.35 95% KM (BCA) UCL
0.51 95% KM (Percentile Bootstrap) UCL
0.51 95% KM Bootstrap t UCL

0.536 95% KM Chebyshev UCL

0.598 99% KM Chebyshev UCL

8.697 Anderson-Darling GOF Test

-1.068

1.098
0.714

246
21
1

1.70E-02

0.017
6.27%

0.34
0.669
53.12
0.574

1.92E-02

0.513
0.511
0.516
0.562
0.669

0.759 Detected Data Not Gamma Distributed at 5% Significance Level

0.118 Kolmogrov-Smirnoff GOF

0.0514 Detected Data Not Gamma Distributed at 5% Significance Level

3.56 k star (bias corrected MLE)
0.143 Theta star (bias corrected MLE)
2235 nu star (bias corrected)
0.509 MLE Sd (bias corrected)

1.867 nu hat (KM)
1170 Adjusted Chi Square Value (N/A, B)
0.511 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

1.00E-02 Mean
4.22 Median
0.347 CV
2.372 k star (bias corrected MLE)
0.203 Theta star (bias corrected MLE)
1589 nu star (bias corrected)
0.481 MLE Sd (bias corrected)

3.528
0.144

2215
0.271

1251
1169
0.512

0.481
0.464
0.721
2.353
0.204

1577
0.314



Approximate Chi Square Value (N/A, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

95% t UCL (assumes normality of ROS data)

95% BCA Bootstrap UCL

95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

Adjusted Level of Significance (B)
1485 Adjusted Chi Square Value (N/A, B)
0.511 95% Gamma Adjusted UCL (use when n<50)

0.145 Lilliefors GOF Test
0.05 Detected Data Not Lognormal at 5% Significance Level

0.486 Mean in Log Scale
0.342 SD in Log Scale
0.516 95% Percentile Bootstrap UCL
0.519 95% Bootstrap t UCL
0.53

DL/2 Log-Transformed
0.478 Mean in Log Scale
0.351 SD in Log Scale
0.509 95% H-Stat UCL

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use
95% KM (BCA) UCL

0.513

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
Recommendations are based upon data size, data distribution, and skewness.
These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).

However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***biochemical oxygen demand (bod-30)***bod_30***mg/I***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
361 Number of Non-Detects
273 Number of Distinct Non-Detects
2.83 Minimum Non-Detect
77.4 Maximum Non-Detect
53.81 Percent Non-Detects
10.66 SD Detects
8.8 CV Detects
3.477 Kurtosis Detects
2.201 SD of Logged Detects

0.763 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.154 Lilliefors GOF Test
0.0466 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)

1.06E+01 Standard Error of Mean

7.322 95% KM (BCA) UCL
11.28 95% KM (Percentile Bootstrap) UCL
11.28 95% KM Bootstrap t UCL
11.8 95% KM Chebyshev UCL
13.05 99% KM Chebyshev UCL

3.576 Anderson-Darling GOF Test

0.0493
1485
0.511

-0.898
0.63
0.519
0.524

-1.07
1.107
0.724

39%
11.28
11.32
11.36
12.32
14.48

0.76 Detected Data Not Gamma Distributed at 5% Significance Level

0.074 Kolmogrov-Smirnoff GOF

0.0482 Detected Data Not Gamma Distributed at 5% Significance Level

3.185 k star (bias corrected MLE)
3.347 Theta star (bias corrected MLE)
2299 nu star (bias corrected)

10.66 MLE Sd (bias corrected)

2.113 nu hat (KM)
1440 Adjusted Chi Square Value (N/A, B)

3.16
3.373
2281
5.997

1530
1440



95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

11.31 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Approximate Chi Square Value (N/A, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

95% t UCL (assumes normality of ROS data)

95% BCA Bootstrap UCL

95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

2.83 Mean

77.4 Median
7.334 CV
3.172 k star (bias corrected MLE)
3.355 Theta star (bias corrected MLE)

2296 nu star (bias corrected)
10.64 MLE Sd (bias corrected)

Adjusted Level of Significance (B)

2169 Adjusted Chi Square Value (N/A, B)

11.18 95% Gamma Adjusted UCL (use when n<50)

0.0532 Lilliefors GOF Test
0.0466 Detected Data Not Lognormal at 5% Significance Level

10.64 Mean in Log Scale
7.331 SDin Log Scale
11.28 95% Percentile Bootstrap UCL
11.33 95% Bootstrap t UCL
11.1

DL/2 Log-Transformed
10.64 Mean in Log Scale
7.336 SD in Log Scale
11.27 95% H-Stat UCL

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use
95% KM (BCA) UCL

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.

11.28

Recommendations are based upon data size, data distribution, and skewness.

These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).
However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***biochemical oxygen demand (bod-5)***bod_5***mg/I***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
221 Number of Non-Detects
188 Number of Distinct Non-Detects
2.01 Minimum Non-Detect
49.7 Maximum Non-Detect

26.84 Percent Non-Detects

5.505 SD Detects
4.42 CV Detects

5.233 Kurtosis Detects

1.506 SD of Logged Detects

0.546 Normal GOF Test on Detected Observations Only

0 Detected Data Not Normal at 5% Significance Level

0.25 Lilliefors GOF Test

0.0596 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only
A-D Test Statistic

4.165 Standard Error of Mean
4.38 95% KM (BCA) UCL
4,546 95% KM (Percentile Bootstrap) UCL
4.545 95% KM Bootstrap t UCL
4.858 95% KM Chebyshev UCL
5.608 99% KM Chebyshev UCL

5.516 Anderson-Darling GOF Test

11.31

10.64
8.795
0.689
3.147
3.381
2279
5.998
0.0493
2168
11.18

2.2
0.555
11.31
11.32

2.198
0.557
11.1

190
141

38.95%
5.181
0.941
35.12
0.569

0.231
4.581
4.554
4.642
5.172
6.464



5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (654.58, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

0.762 Detected Data Not Gamma Distributed at 5% Significance Level

0.117 Kolmogrov-Smirnoff GOF

0.0618 Detected Data Not Gamma Distributed at 5% Significance Level

2.655 k star (bias corrected MLE)
2.073 Theta star (bias corrected MLE)
1174 nu star (bias corrected)

5.505 MLE Sd (bias corrected)

0.904 nu hat (KM)
596.2 Adjusted Chi Square Value (654.58, B)
4.573 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Approximate Chi Square Value (253.29, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

95% t UCL (assumes normality of ROS data)

95% BCA Bootstrap UCL

95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

0.01 Mean

49.7 Median
4.834 CV
0.351 k star (bias corrected MLE)
9.741 Theta star (bias corrected MLE)
254.1 nu star (bias corrected)
3.418 MLE Sd (bias corrected)

Adjusted Level of Significance (B)

217.4 Adjusted Chi Square Value (253.29, B)
3.982 95% Gamma Adjusted UCL (use when n<50)

0.0777 Lilliefors GOF Test
0.0596 Detected Data Not Lognormal at 5% Significance Level

3.88 Mean in Log Scale
4.546 SD in Log Scale

4.274 95% Percentile Bootstrap UCL
4.344 95% Bootstrap t UCL
4.187

DL/2 Log-Transformed
3.811 Mean in Log Scale
4.581 SD in Log Scale
4.208 95% H-Stat UCL

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use
95% KM (BCA) UCL

4.581

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
Recommendations are based upon data size, data distribution, and skewness.
These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).

However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***bromide***24959-67-9***mg/|***t)

General Statistics
Total Number of Observations

Minimum

Maximum

SD

Coefficient of Variation

Normal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
Number of Missing Observations
11.2 Mean
93 Median
7.005 Std. Error of Mean
0.185 Skewness

0.935 Shapiro Wilk GOF Test
0 Data Not Normal at 5% Significance Level
0.104 Lilliefors GOF Test
0.0466 Data Not Normal at 5% Significance Level

2.622
21
1159
34

654.6
596
4.574

3.418
2.585
1.414
0.35
9.771
253.3
5.779
0.0493
217.3
3.984

0.988
0.843
4.274
4.345

0.953
0.844
4.045

78

37.76

38
0.368
1.584



Assuming Normal Distribution
95% Normal UCL
95% Student's-t UCL

Gamma GOF Test

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Adjusted Level of Significance

Assuming Gamma Distribution
95% Approximate Gamma UCL (use when n>=50))

Lognormal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Lognormal at 5% Significance Level

Lognormal Statistics
Minimum of Logged Data
Maximum of Logged Data

Assuming Lognormal Distribution
95% H-UCL
95% Chebyshev (MVUE) UCL
99% Chebyshev (MVUE) UCL

Nonparametric Distribution Free UCL Statistics
Data do not follow a Discernible Distribution (0.05)

Nonparametric Distribution Free UCLs
95% CLT UCL
95% Standard Bootstrap UCL
95% Hall's Bootstrap UCL
95% BCA Bootstrap UCL
90% Chebyshev(Mean, Sd) UCL
97.5% Chebyshev(Mean, Sd) UCL

Suggested UCL to Use
95% Student's-t UCL

38.37

2.62
0.752
0.0796
0.0477

30.52
1.237
22097
37.76

0.0493

38.37

0.967
3.77E-05
0.0813
0.0466

2.416
4.533

38.39
39.38
41.43

38.37
38.39
38.42
38.39
38.87
40.06

38.37

95% UCLs (Adjusted for Skewness)
95% Adjusted-CLT UCL (Chen-1995)
95% Modified-t UCL (Johnson-1978)

Anderson-Darling Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level
Kolmogrov-Smirnoff Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level

k star (bias corrected MLE)

Theta star (bias corrected MLE)

nu star (bias corrected)

MLE Sd (bias corrected)
Approximate Chi Square Value (0.05)
Adjusted Chi Square Value

95% Adjusted Gamma UCL (use when n<50)

Shapiro Wilk Lognormal GOF Test

Data Not Lognormal at 5% Significance Level
Lilliefors Lognormal GOF Test

Data Not Lognormal at 5% Significance Level

Mean of logged Data
SD of logged Data

90% Chebyshev (MVUE) UCL
97.5% Chebyshev (MVUE) UCL

95% Jackknife UCL
95% Bootstrap-t UCL
95% Percentile Bootstrap UCL

95% Chebyshev(Mean, Sd) UCL
99% Chebyshev(Mean, Sd) UCL

or 95% Modified-t UCL

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
These recommendations are based upon the results of the simulation studies summarized in Singh, Singh, and laci (2002)
and Singh and Singh (2003). However, simulations results will not cover all Real World data sets.

For additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***chloride***16887-00-6***mg/I* **t)

General Statistics
Total Number of Observations

Minimum

Maximum

SD

Coefficient of Variation

Normal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Normal at 5% Significance Level

Assuming Normal Distribution
95% Normal UCL

362

4570
19000
1787
0.136

0.952
9.45E-13
0.143
0.0466

Number of Distinct Observations
Number of Missing Observations
Mean

Median

Std. Error of Mean

Skewness

Shapiro Wilk GOF Test

Data Not Normal at 5% Significance Level
Lilliefors GOF Test

Data Not Normal at 5% Significance Level

95% UCLs (Adjusted for Skewness)

38.4
38.38

30.27
1.248
21915
6.864
21572
21570

38.37

3.615
0.183

38.88
40.07

38.37
38.43
38.37

39.37
41.43

38.38

49

13108
13000

93.94
-0.531



95% Student's-t UCL

Gamma GOF Test

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Adjusted Level of Significance

Assuming Gamma Distribution
95% Approximate Gamma UCL (use when n>=50))

Lognormal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Lognormal at 5% Significance Level

Lognormal Statistics
Minimum of Logged Data
Maximum of Logged Data

Assuming Lognormal Distribution
95% H-UCL
95% Chebyshev (MVUE) UCL
99% Chebyshev (MVUE) UCL

Nonparametric Distribution Free UCL Statistics
Data do not follow a Discernible Distribution (0.05)

Nonparametric Distribution Free UCLs
95% CLT UCL
95% Standard Bootstrap UCL
95% Hall's Bootstrap UCL
95% BCA Bootstrap UCL
90% Chebyshev(Mean, Sd) UCL
97.5% Chebyshev(Mean, Sd) UCL

Suggested UCL to Use
95% Student's-t UCL

13263 95% Adjusted-CLT UCL (Chen-1995)
95% Modified-t UCL (Johnson-1978)

8.008 Anderson-Darling Gamma GOF Test
0.752 Data Not Gamma Distributed at 5% Significance Level
0.165 Kolmogrov-Smirnoff Gamma GOF Test

0.0477 Data Not Gamma Distributed at 5% Significance Level

48.36 k star (bias corrected MLE)
271 Theta star (bias corrected MLE)
35015 nu star (bias corrected)
13108 MLE Sd (bias corrected)
Approximate Chi Square Value (0.05)
0.0493 Adjusted Chi Square Value

13273 95% Adjusted Gamma UCL (use when n<50)

0.894 Shapiro Wilk Lognormal GOF Test
0 Data Not Lognormal at 5% Significance Level
0.177 Lilliefors Lognormal GOF Test
0.0466 Data Not Lognormal at 5% Significance Level

8.427 Mean of logged Data
9.852 SD of logged Data

13293  90% Chebyshev (MVUE) UCL
13571 97.5% Chebyshev (MVUE) UCL
14151

13262 95% Jackknife UCL

13262 95% Bootstrap-t UCL

13248 95% Percentile Bootstrap UCL
13260

13390 95% Chebyshev(Mean, Sd) UCL
13694 99% Chebyshev(Mean, Sd) UCL

13263 or 95% Modified-t UCL

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
These recommendations are based upon the results of the simulation studies summarized in Singh, Singh, and laci (2002)
and Singh and Singh (2003). However, simulations results will not cover all Real World data sets.

For additional insight the user may want to consult a statistician.

Note: For highly negatively-skewed data, confidence limits (e.g., Chen, Johnson, Lognormal, and Gamma) may not be
reliable. Chen's and Johnson's methods provide adjustments for positvely skewed data sets.

RESULT_VALUE_MDL (conventional parameters (mg/l)***cyanide***57-12-5***mg/|***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
222 Number of Non-Detects
20 Number of Distinct Non-Detects
0.001 Minimum Non-Detect
0.052 Maximum Non-Detect
2.04E-05 Percent Non-Detects
0.00338 SD Detects
0.002 CV Detects
7.752 Kurtosis Detects
-5.929 SD of Logged Detects

0.365 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.326 Lilliefors GOF Test
0.0595 Detected Data Not Normal at 5% Significance Level

13259
13262

47.96
273.3
34726
1893
34294
34292

13274

9.471
0.15

13430
13767

13263
13255
13272

13517
14042

13262

20

140

3

0.001
0.003
38.67%
0.00452
1.338
72.71
0.56



Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean 0.00246 Standard Error of Mean 1.96E-04
SD 0.00372 95% KM (BCA) UCL 0.00281
95% KM (t) UCL 0.00278 95% KM (Percentile Bootstrap) UCL 0.0028
95% KM (z) UCL 0.00278 95% KM Bootstrap t UCL 0.00301
90% KM Chebyshev UCL 0.00305 95% KM Chebyshev UCL 0.00331
97.5% KM Chebyshev UCL 0.00368 99% KM Chebyshev UCL 4.41E-03

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

22.78 Anderson-Darling GOF Test
0.765 Detected Data Not Gamma Distributed at 5% Significance Level
0.274 Kolmogrov-Smirnoff GOF

0.0618 Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only

k hat (MLE) 2.248 k star (bias corrected MLE) 2.221

Theta hat (MLE) 0.0015 Theta star (bias corrected MLE) 0.00152

nu hat (MLE) 998.3 nu star (bias corrected) 986.1

MLE Mean (bias corrected) 0.00338 MLE Sd (bias corrected) 0.00227

Gamma Kaplan-Meier (KM) Statistics

k hat (KM) 0.438 nu hat (KM) 317.1

Approximate Chi Square Value (317.08, a) 276.8 Adjusted Chi Square Value (317.08, B) 276.7
95% Gamma Approximate KM-UCL (use when n>=50) 0.00282 95% Gamma Adjusted KM-UCL (use when n<50) 0.00282

Gamma ROS Statistics using Imputed Non-Detects

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum 0.001 Mean 0.00594

Maximum 0.052 Median 0.004

SD 0.00479 cV 0.806

k hat (MLE) 1.869 k star (bias corrected MLE) 1.856

Theta hat (MLE) 0.00318 Theta star (bias corrected MLE) 0.0032

nu hat (MLE) 1353 nu star (bias corrected) 1344

MLE Mean (bias corrected) 0.00594 MLE Sd (bias corrected) 0.00436

Adjusted Level of Significance (B) 0.0493

Approximate Chi Square Value (N/A, a) 1259 Adjusted Chi Square Value (N/A, B) 1259
95% Gamma Approximate UCL (use when n>=50) 0.00634 95% Gamma Adjusted UCL (use when n<50) 0.00634

Lognormal GOF Test on Detected Observations Only

Lilliefors Test Statistic 0.281 Lilliefors GOF Test

5% Lilliefors Critical Value 0.0595 Detected Data Not Lognormal at 5% Significance Level

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects

Mean in Original Scale 0.00239 Mean in Log Scale -6.417

SD in Original Scale 0.00376 SD in Log Scale 0.801
95% t UCL (assumes normality of ROS data) 0.00271 95% Percentile Bootstrap UCL 0.00273
95% BCA Bootstrap UCL 0.00283 95% Bootstrap t UCL 0.00295
95% H-UCL (Log ROS) 0.00245

DL/2 Statistics

DL/2 Normal DL/2 Log-Transformed

Mean in Original Scale 0.00239 Mean in Log Scale -6.398

SD in Original Scale 0.00375 SD in Log Scale 0.765
95% t UCL (Assumes normality) 0.00272 95% H-Stat UCL 0.00241

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use

95% KM (BCA) UCL 0.00281

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.

Recommendations are based upon data size, data distribution, and skewness.

These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).

However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***hardness as ca and mg***hardca_mg***mg/|***t)

General Statistics

Total Number of Observations 335 Number of Distinct Observations 27

Number of Missing Observations 0



Minimum

Maximum

SD

Coefficient of Variation

Normal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Normal at 5% Significance Level

Assuming Normal Distribution
95% Normal UCL
95% Student's-t UCL

Gamma GOF Test

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Adjusted Level of Significance

Assuming Gamma Distribution
95% Approximate Gamma UCL (use when n>=50))

Lognormal GOF Test

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Data Not Lognormal at 5% Significance Level

Lognormal Statistics
Minimum of Logged Data
Maximum of Logged Data

Assuming Lognormal Distribution
95% H-UCL
95% Chebyshev (MVUE) UCL
99% Chebyshev (MVUE) UCL

Nonparametric Distribution Free UCL Statistics
Data do not follow a Discernible Distribution (0.05)

Nonparametric Distribution Free UCLs
95% CLT UCL
95% Standard Bootstrap UCL
95% Hall's Bootstrap UCL
95% BCA Bootstrap UCL
90% Chebyshev(Mean, Sd) UCL
97.5% Chebyshev(Mean, Sd) UCL

Suggested UCL to Use
95% Student's-t UCL

2300
5400
424.9
0.104

0.946
4.66E-15
0.136
0.0484

4114

6.933
0.752
0.153
0.0495

85.14
47.88
57042
4076

0.0493

4116

0.9

0.161
0.0484

7.741
8.594

4119
4186
4325

4114
4114
4114
4115
4146
4221

4114

Mean

Median

Std. Error of Mean
Skewness

Shapiro Wilk GOF Test

Data Not Normal at 5% Significance Level
Lilliefors GOF Test

Data Not Normal at 5% Significance Level

95% UCLs (Adjusted for Skewness)
95% Adjusted-CLT UCL (Chen-1995)
95% Modified-t UCL (Johnson-1978)

Anderson-Darling Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level
Kolmogrov-Smirnoff Gamma GOF Test

Data Not Gamma Distributed at 5% Significance Level

k star (bias corrected MLE)

Theta star (bias corrected MLE)

nu star (bias corrected)

MLE Sd (bias corrected)
Approximate Chi Square Value (0.05)
Adjusted Chi Square Value

95% Adjusted Gamma UCL (use when n<50)

Shapiro Wilk Lognormal GOF Test

Data Not Lognormal at 5% Significance Level
Lilliefors Lognormal GOF Test

Data Not Lognormal at 5% Significance Level

Mean of logged Data
SD of logged Data

90% Chebyshev (MVUE) UCL
97.5% Chebyshev (MVUE) UCL

95% Jackknife UCL
95% Bootstrap-t UCL
95% Percentile Bootstrap UCL

95% Chebyshev(Mean, Sd) UCL
99% Chebyshev(Mean, Sd) UCL

or 95% Modified-t UCL

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
These recommendations are based upon the results of the simulation studies summarized in Singh, Singh, and laci (2002)
and Singh and Singh (2003). However, simulations results will not cover all Real World data sets.

For additional insight the user may want to consult a statistician.

Note: For highly negatively-skewed data, confidence limits (e.g., Chen, Johnson, Lognormal, and Gamma) may not be
reliable. Chen's and Johnson's methods provide adjustments for positvely skewed data sets.

RESULT_VALUE_MDL (conventional parameters (mg/l)***hardness as caco3***hardca***mg/I***t)

General Statistics
Total Number of Observations

27

Number of Distinct Observations
Number of Missing Observations

4076
4100
23.22
-0.692

4113
4114

84.38
48.31
56532
443.7
55980
55978

4116

8.307
0.111

4152
4233

4114
4113
4113
4177
4307

4114

17



Minimum 1600 Mean 3185

Maximum 4100 Median 3200
SD 752.8 Std. Error of Mean 144.9
Coefficient of Variation 0.236 Skewness -0.392

Normal GOF Test

Shapiro Wilk Test Statistic 0.921 Shapiro Wilk GOF Test

5% Shapiro Wilk Critical Value 0.923 Data Not Normal at 5% Significance Level
Lilliefors Test Statistic 0.154 Lilliefors GOF Test

5% Lilliefors Critical Value 0.171 Data appear Normal at 5% Significance Level

Data appear Approximate Normal at 5% Significance Level

Assuming Normal Distribution

95% Normal UCL 95% UCLs (Adjusted for Skewness)
95% Student's-t UCL 3432 95% Adjusted-CLT UCL (Chen-1995) 3412
95% Modified-t UCL (Johnson-1978) 3430

Gamma GOF Test

A-D Test Statistic 0.753 Anderson-Darling Gamma GOF Test

5% A-D Critical Value 0.744 Data Not Gamma Distributed at 5% Significance Level

K-S Test Statistic 0.167 Kolmogrov-Smirnoff Gamma GOF Test

5% K-S Critical Value 0.168 Detected data appear Gamma Distributed at 5% Significance Level

Detected data follow Appr. Gamma Distribution at 5% Significance Level

Gamma Statistics

k hat (MLE) 16.58 k star (bias corrected MLE) 14.76
Theta hat (MLE) 192.1 Theta star (bias corrected MLE) 215.8
nu hat (MLE) 895.2 nu star (bias corrected) 797
MLE Mean (bias corrected) 3185 MLE Sd (bias corrected) 829.1

Approximate Chi Square Value (0.05) 732.5
Adjusted Level of Significance 0.0401 Adjusted Chi Square Value 728.6

Assuming Gamma Distribution
95% Approximate Gamma UCL (use when n>=50)) 3466 95% Adjusted Gamma UCL (use when n<50) 3484

Lognormal GOF Test

Shapiro Wilk Test Statistic 0.9 Shapiro Wilk Lognormal GOF Test

5% Shapiro Wilk Critical Value 0.923 Data Not Lognormal at 5% Significance Level
Lilliefors Test Statistic 0.166 Lilliefors Lognormal GOF Test

5% Lilliefors Critical Value 0.171 Data appear Lognormal at 5% Significance Level

Data appear Approximate Lognormal at 5% Significance Level

Lognormal Statistics

Minimum of Logged Data 7.378 Mean of logged Data 8.036
Maximum of Logged Data 8.319 SD of logged Data 0.261

Assuming Lognormal Distribution

95% H-UCL 3503 90% Chebyshev (MVUE) UCL 3678
95% Chebyshev (MVUE) UCL 3898 97.5% Chebyshev (MVUE) UCL 4204
99% Chebyshev (MVUE) UCL 4804

Nonparametric Distribution Free UCL Statistics
Data appear to follow a Discernible Distribution at 5% Significance Level

Nonparametric Distribution Free UCLs

95% CLT UCL 3423 95% Jackknife UCL 3432

95% Standard Bootstrap UCL 3418 95% Bootstrap-t UCL 3426

95% Hall's Bootstrap UCL 3416 95% Percentile Bootstrap UCL 3419

95% BCA Bootstrap UCL 3404

90% Chebyshev(Mean, Sd) UCL 3620 95% Chebyshev(Mean, Sd) UCL 3817
97.5% Chebyshev(Mean, Sd) UCL 4090 99% Chebyshev(Mean, Sd) UCL 4627

Suggested UCL to Use
95% Student's-t UCL 3432

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
These recommendations are based upon the results of the simulation studies summarized in Singh, Singh, and laci (2002)

and Singh and Singh (2003). However, simulations results will not cover all Real World data sets.

For additional insight the user may want to consult a statistician.

Note: For highly negatively-skewed data, confidence limits (e.g., Chen, Johnson, Lognormal, and Gamma) may not be
reliable. Chen's and Johnson's methods provide adjustments for positvely skewed data sets.

RESULT_VALUE_MDL (conventional parameters (mg/l)***nitrate + nitrite as nitrogen***no2no3***mg/|***t)

General Statistics

Total Number of Observations 361 Number of Distinct Observations 75
Number of Detects 329 Number of Non-Detects 32
Number of Distinct Detects 74 Number of Distinct Non-Detects 2



Minimum Detect
Maximum Detect
Variance Detects

Mean Detects

Median Detects
Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

0.02 Minimum Non-Detect
3.8 Maximum Non-Detect
0.0926 Percent Non-Detects
0.403 SD Detects
0.4 CV Detects
6.522 Kurtosis Detects
-1.116 SD of Logged Detects

0.595 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.186 Lilliefors GOF Test
0.0488 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

0.369 Standard Error of Mean
0.31 95% KM (BCA) UCL
0.396 95% KM (Percentile Bootstrap) UCL
0.396 95% KM Bootstrap t UCL
0.418 95% KM Chebyshev UCL
0.471 99% KM Chebyshev UCL

9.681 Anderson-Darling GOF Test

0.015

0.02
8.86%
0.304
0.754
64.27
0.736

0.0164
0.399
0.397
0.403

0.44
0.532

0.762 Detected Data Not Gamma Distributed at 5% Significance Level

0.116 Kolmogrov-Smirnoff GOF

0.0506 Detected Data Not Gamma Distributed at 5% Significance Level

2.553 k star (bias corrected MLE)
0.158 Theta star (bias corrected MLE)
1680 nu star (bias corrected)

0.403 MLE Sd (bias corrected)

1.414 nu hat (KM)
947.8 Adjusted Chi Square Value (N/A, B)
0.398 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Approximate Chi Square Value (N/A, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

95% t UCL (assumes normality of ROS data)

95% BCA Bootstrap UCL

95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

0.01 Mean
3.8 Median
0.307 CV
1.797 k star (bias corrected MLE)
0.207 Theta star (bias corrected MLE)
1297 nu star (bias corrected)
0.372 MLE Sd (bias corrected)
Adjusted Level of Significance (B)
1205 Adjusted Chi Square Value (N/A, B)
0.398 95% Gamma Adjusted UCL (use when n<50)

0.152 Lilliefors GOF Test
0.0488 Detected Data Not Lognormal at 5% Significance Level

0.375 Mean in Log Scale

0.305 SD in Log Scale

0.401 95% Percentile Bootstrap UCL
0.406 95% Bootstrap t UCL

0.438

DL/2 Log-Transformed
0.369 Mean in Log Scale
0.311 SDin Log Scale
0.396 95% H-Stat UCL

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

2.532
0.159

1666
0.254

1021
947.5
0.398

0.372
0.37
0.825
1.784
0.209
1288
0.279
0.0493
1205
0.398

-1.244
0.818
0.404
0.411

-1.437
1.249
0.604



Suggested UCL to Use
95% KM (BCA) UCL

0.399

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
Recommendations are based upon data size, data distribution, and skewness.
These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).

However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***nitrogen (total kjeldahl) as nitrogen***kn***mg/|***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations
321 Number of Non-Detects
102 Number of Distinct Non-Detects
0.324 Minimum Non-Detect
5.4 Maximum Non-Detect
0.276 Percent Non-Detects
1.159 SD Detects
1 CV Detects
2.981 Kurtosis Detects
0.0725 SD of Logged Detects

0.795 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.174 Lilliefors GOF Test
0.0495 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

1.038 Standard Error of Mean

0.598 95% KM (BCA) UCL
1.09 95% KM (Percentile Bootstrap) UCL
1.09 95% KM Bootstrap t UCL

1.132 95% KM Chebyshev UCL

1.235 99% KM Chebyshev UCL

4.759 Anderson-Darling GOF Test

105

41

3

0.093
0.102
11.33%
0.525
0.453
16.13
0.37

0.0315
1.089
1.091
1.095
1.175
1.351

0.756 Detected Data Not Gamma Distributed at 5% Significance Level

0.132 Kolmogrov-Smirnoff GOF

0.0507 Detected Data Not Gamma Distributed at 5% Significance Level

6.848 k star (bias corrected MLE)
0.169 Theta star (bias corrected MLE)
4396 nu star (bias corrected)

1.159 MLE Sd (bias corrected)

3.011 nu hat (KM)
2072 Adjusted Chi Square Value (N/A, B)
1.092 95% Gamma Adjusted KM-UCL (use when n<50)

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum

Maximum

SD

k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Approximate Chi Square Value (N/A, a)
95% Gamma Approximate UCL (use when n>=50)

Lognormal GOF Test on Detected Observations Only
Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Lognormal at 5% Significance Level

Lognormal ROS Statistics Using Imputed Non-Detects
Mean in Original Scale
SD in Original Scale

0.01 Mean
5.4 Median

0.567 CV
3.471 k star (bias corrected MLE)
0.305 Theta star (bias corrected MLE)

2513 nu star (bias corrected)

1.06 MLE Sd (bias corrected)

Adjusted Level of Significance (B)

2379 Adjusted Chi Square Value (N/A, B)

1.112 95% Gamma Adjusted UCL (use when n<50)

0.105 Lilliefors GOF Test
0.0495 Detected Data Not Lognormal at 5% Significance Level

1.081 Mean in Log Scale
0.541 SD in Log Scale

6.786
0.171
4357
0.445

2180
2072
1.092

1.06
0.96
0.535
3.444
0.308
2494
0.571
0.0493
2378
1.112

-0.0222
0.441



95% t UCL (assumes normality of ROS data)
95% BCA Bootstrap UCL
95% H-UCL (Log ROS)

DL/2 Statistics
DL/2 Normal
Mean in Original Scale
SD in Original Scale
95% t UCL (Assumes normality)

1.128 95% Percentile Bootstrap UCL 1.129
1.134 95% Bootstrap t UCL 1.134
1.123

DL/2 Log-Transformed

1.033 Mean in Log Scale -0.275
0.607 SD in Log Scale 1.035
1.086 95% H-Stat UCL 1.459

DL/2 is not a recommended method, provided for comparisons and historical reasons

Nonparametric Distribution Free UCL Statistics

Data do not follow a Discernible Distribution at 5% Significance Level

Suggested UCL to Use
95% KM (BCA) UCL

1.089

Note: Suggestions regarding the selection of a 95% UCL are provided to help the user to select the most appropriate 95% UCL.
Recommendations are based upon data size, data distribution, and skewness.

These recommendations are based upon the results of the simulation studies summarized in Singh, Maichle, and Lee (2006).
However, simulations results will not cover all Real World data sets; for additional insight the user may want to consult a statistician.

RESULT_VALUE_MDL (conventional parameters (mg/l)***particulate organic carbon (poc)***poc***mg/I***t)

General Statistics

Total Number of Observations
Number of Detects
Number of Distinct Detects
Minimum Detect
Maximum Detect

Variance Detects

Mean Detects

Median Detects

Skewness Detects

Mean of Logged Detects

Normal GOF Test on Detects Only

Shapiro Wilk Test Statistic

5% Shapiro Wilk P Value

Lilliefors Test Statistic

5% Lilliefors Critical Value

Detected Data Not Normal at 5% Significance Level

362 Number of Distinct Observations 135
182 Number of Non-Detects 180
134 Number of Distinct Non-Detects 3

1 Minimum Non-Detect 1
9.26 Maximum Non-Detect 13
1.441 Percent Non-Detects 49.72%
2.275 SD Detects 1.2
2.025 CV Detects 0.528
2.238 Kurtosis Detects 8.364
0.713 SD of Logged Detects 0.453

0.827 Normal GOF Test on Detected Observations Only
0 Detected Data Not Normal at 5% Significance Level
0.144 Lilliefors GOF Test
0.0657 Detected Data Not Normal at 5% Significance Level

Kaplan-Meier (KM) Statistics using Normal Critical Values and other Nonparametric UCLs

Mean
SD
95% KM (t) UCL
95% KM (z) UCL
90% KM Chebyshev UCL
97.5% KM Chebyshev UCL

Gamma GOF Tests on Detected Observations Only

A-D Test Statistic

5% A-D Critical Value

K-S Test Statistic

5% K-S Critical Value

Detected Data Not Gamma Distributed at 5% Significance Level

Gamma Statistics on Detected Data Only
k hat (MLE)

Theta hat (MLE)

nu hat (MLE)

MLE Mean (bias corrected)

Gamma Kaplan-Meier (KM) Statistics
k hat (KM)
Approximate Chi Square Value (N/A, a)
95% Gamma Approximate KM-UCL (use when n>=50)

Gamma ROS Statistics using Imputed Non-Detects

1.641 Standard Error of Mean 0.0559
1.062 95% KM (BCA) UCL 1.736
1.734 95% KM (Percentile Bootstrap) UCL 1.73
1.733  95% KM Bootstrap t UCL 1.741
1.809 95% KM Chebyshev UCL 1.885
1.991 99% KM Chebyshev UCL 2.198

1.606 Anderson-Darling GOF Test

0.756 Detected Data Not Gamma Distributed at 5% Significance Level
0.0784 Kolmogrov-Smirnoff GOF
0.0685 Detected Data Not Gamma Distributed at 5% Significance Level

4.758 k star (bias corrected MLE) 4.683
0.478 Theta star (bias corrected MLE) 0.486
1732 nu star (bias corrected) 1705
2.275 MLE Sd (bias corrected) 1.051

2.39 nu hat (KM) 1731
1635 Adjusted Chi Square Value (N/A, B) 1635
1.737 95% Gamma Adjusted KM-UCL (use when n<50) 1.738

GROS may not be used when data set has > 50% NDs with many tied observations at multiple DLs

GROS may not be used when kstar of detected data is small such as < 0.1

For such situations, GROS method tends to yield inflated values of UCLs and BTVs

For gamma distributed detected data, BTVs and UCLs may be computed using gamma distribution on KM estimates

Minimum
Maximum

SD

k hat (MLE)
Theta hat (MLE)

0.01 Mean 1.255
9.26 Median 1
1.347 CcV 1.073
0.495 k star (bias corrected MLE) 0.493
2.534 Theta star (bias corrected MLE) 2.546



nu hat (MLE) 358.6 nu star (bias corrected) 357

MLE Mean (bias corrected) 1.255 MLE Sd (bias corrected) 1.787
Adjusted Level of Significance (B) 0.0493

Approximate Chi Square Value (356.99, a) 314.2 Adjusted Chi Square Value (356.99, B) 314
95% Gamma Approximate UCL (use when n>=50) 1.426 95% Gamma Adjusted UCL (use when n<50) 1.427

Lognormal GOF Test on Detected Observations Only

Lilliefors Test Statistic 0.0577 Lilliefors GOF Test

5% Lilliefors Critical Value 0.0657 Detected Data appear Lognormal at 5% Significance Level
Detected Data appear Approximate Lognormal at 5% Significance Level